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DIGITAL ECOSYSTEMS FOR DATA PRESERVATION

The purpose of the investigation is the review and research of digital ecosystems for
data preservation.

This paper will address issues concerning the handling of complex data such as research
data, multimedia content, e-learning content, and the use of repositories infrastructures. At
the University of Vienna, an ecosystem for digital data preservation and research data
management has already been established and will be subsequently be enlarged according to
future needs and requirements. in the future. This living digital ecosystem is the foundation
for research data management and was implemented from the beginning as a central service
according to the FAIR principles as stated in the first HLEG-EOSC (https://ec.europa.eu/digital-
single-market) report. With the help of ten years of professional experience, a model for
digital data preservation was established to address the complexity of heterogeneous data. It
was necessary because of different use cases assigned to the interdisciplinary data
management team based on the Computer Centre and the Library. The source for the use cases
are research projects, their different approach to research and their multifaceted requirements
regarding the efficient re-use of data. The usage of this model might be considered as the
foundation on which an ecosystem for digital data preservation can be built.

Research methods is the management Phaidra Management created a model based on
the Data Publication Pyramid, and added data not directly included in publications, such as
inconclusive and negative results.

Scientific novelty is to use three different models as a guide, the management
redesigned the repository infrastructure, an important starting point for the transition from a
simple repository concept to a living digital ecosystem concept.

Conclusions. It provides a good working infrastructure, and connect with the research
community and maintain links to other infrastructure projects.

Key words: visualization of data, repositories infrastructure, digital workflow, research
data management, data life cycle.

Introduction. First A solid research data management system is the foundation
of open science, open data and open access. Ten years ago, the University of Vienna
inaugurated a project with the goal of creating a system which could house digital
objects. With the idea of a simple repository to manage data, the project Phaidra
(Permanent Hosting, Archiving and Indexing of Digital Resources and Assets) was
born. From the beginning, openness was a key motivation and we invited every

87



Lindposa nnatdopma: iHdopmaLiinHi TEXHOMOTiT B COLOKYNbTYpPHI cdepi 2018, Ne1

member of the University, including students, to use the repository. We also
provided our technology to other universities and institutions, and so the Phaidra
network was created. Today Phaidra is used at research institutions in five different
countries.

As more users began to work with the repository, it became apparent that the
system should be more flexible and more «agnostic». For these reasons the
management started a reengineering process and to rethink the whole setup. Back
to the design phase, the management communicated with stakeholders and were
confronted with a broad range of research data and use cases. The goal became
clear: to address as many stakeholder needs as possible. To meet this goal, it was first
decided to refactor the technical structure of the repositories to a micro-services
architecture, and second, models for data management were designed, which could
be used for different use cases.

Furthermore, the management decided to start a nationwide project in 2014,
including as many Austrian research institutions as possible. e-Infrastructures Austria
(http://libereurope.eu/wp-content) was a federally funded program for the
coordinated expansion and continued development of data repositories across
Austria, and was made possible by a grant from the Austrian Ministry of Science,
Research and Commerce (BMWFW). The program enabled the safe archival and
lasting availability of electronic publications, multimedia objects and other digital
data from the research and teaching fields. Concurrently, topics relating to research
data management and digital archiving workflows were being addressed. This project
offered the ideal frame, to discuss and evaluate the present data preservation
strategies with Austrian and international experts.

Research results. Using three different models as a guide, the management
redesigned the repository infrastructure, an important starting point for the
transition from a simple repository concept to a living digital ecosystem concept.
Based on the suggestions of stakeholders, they took a close look at the research
process regarding data. The data lifecycle became the focus of the first model.

The second model describes a workflow for the ingest of entering data into an
archiving system and making it available for re-use. When implementing data
management from the start, future re-use is already included as the next step in the
data lifecycle.

The third model was driven by the idea that no one system fits for all types of
data. It suggests how data could be evaluated to determine which archiving system is
ideal for storage.

When publishing data, the data volume is usually small and appropriate archiving
formats already exist. However, this is only the top of the iceberg — which
as becomes evident when looking at data in the research process. The value
of publications rests in their proper preservation, as stated in the PARSE Insight
report: «Digital preservation of research data here means the careful storage of all
research output in such a way that it remains accessible, usable and understandable
over the long term.» (https://www.stm-assoc.org).
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To get a closer look at this iceberg, the management Phaidra Management
created a model based on the Data Publication Pyramid (https://public.ccsds.
org/pubs/650x0m2.pdf), and added data not directly included in publications, such
as inconclusive and negative results. This worked from the point of view of the data
and not the publications themselves.

To get a closer look at this iceberg, the management Phaidra Management
created a model based on the Data Publication Pyramid (http://www.nature.com/
articles/sdata201618), and added data not directly included in publications, such as
inconclusive and negative results. The illustration (fig. 1) worked from the point of
view of the data and not the publications themselves.

Inconclusive |
Rusults !

Sharad

Shared
Data

Fig. 1. Data from Research Process

The workflow model is the central model for the ideal of the digital ecosystem
and is based on the OAIS environment model from the CCSDS (https://www.era-
learn.eu/events). In this simple model, archives are in the centre, surrounded by the
producer, consumer and management. The digital workflow model describes the
environment for data management more specifically than the OAIS and defines the
points at which data will be transferred from one party to another. The involved
parties are the data producer, the archiving manager and the data re-user.

According to the model and to the terms of use of the digital archive, which
covers all phases of the life cycle of the data, the data producer is the party who
creates and owns the data. It is the data producer’s role to define in which quality,
how long and in which way and in which context, the data and the related metadata
can be re-used. Much clarification is necessary and a data management plan is a
useful key instrument for the data producer in answering these three key questions.
Data management plans are like a project plan for data and like any other living
document should be kept up to date throughout the entire project. They are also a
useful tool for data management and data inventory in preservation planning. All
that is required is machine-readable output from the data management tool.

Information from the data producer is essential for data management. Data
management maintains data quality over a specified time and ensures that only
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authorized users can access the data. During the ingest process, the data and the
responsibility for it are transferred from the producer to the manager. The next
transfer of responsibility occurs when the data are delivered to the re-user. For the
data re-user, the allowed methods of re-use must be clear, so license agreements
must be provided to the re-user and accompany the data.

The FAIR principles (https://blogs.openaire.eu) (Findable, Accessible,
Interoperable, Re-usable) principle should act as a guiding principle for the data re-
user. This principle should be adhered to starting, at the latest, at the ingest phase.
In this phase, data conversion and enrichment occur. In Phaidra this is possible.

The illustration (fig. 2) symbolizes a common legal space for the data. It should
be a space where there are common terms of use and data can move without legal
barriers from one system to another. Clarification of ownership and license
agreements at the ingest process help to create a kind of «Schengen Area» for the
populations of data being preserved and managed in this area. Policies, governance,
rules of engagement and terms of use for services and data management policies on
an institutional level complete the clarification of data usage.
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Fig.2. Digital workflow model for data management

The third model takes a closer look at data management itself and the decision
of where to store data. Due to the heterogeneity of research data, one repository or
archiving system cannot fit every for all kinds of data. A data manager must decide
where to store data in order to a) maintain quality and b) make data available for re-
use. The attributes of model three can be used to evaluate the data and the archiving
system: amount of data, duration of archiving, and complexity of the data format.
The attributes of the data should be written in the data management plan, which can
be compared with the features of the archiving system.
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The amount of data is easy to measure by counting the files and the file size. Of
relevance here is to determine whether there are many small files or only a few large
files. This is a major factor when choosing an appropriate storage system. Archiving
data is costly and not all data must necessarily be preserved for the long term. For
some data, preservation for three to ten years may suffice (e.g for some kind of
educational resources), but this should also be carefully planned and executed. The
data format complexity should be examined from the perspective of data
preservation and re-use. Audio and video files are more complex than document
files. Databases and software (plus the related contextual and provenance metadata)
have special needs in the re-use phase. As the illustrations (fig. 3) shows both, the
facts of data and the repositories can be added to a grid and compared.

Evaluation of Data Evaluation of Archiving Systems

Fig. 3. Evaluation of data and repositories

The European Science Agenda (https://www.era-learn.eu) identifies three layers
for data-driven science: data, services and governance. E-Infrastructures cover them
all, and is the foundation for data preservation, since data are managed and curated
at the infrastructure level. With infrastructure as a foundation and taking into
consideration the three layers proposed by the EU-Commission, services for ingest
and re-use are built. This brings value to the infrastructure. Services should be easy
to use and appropriate for the use cases of the data producers. Finally, governance is
the framework which through appropriate and published policies provides an
institutional format for data preservation.

The illustration (fig. 4) provides an overview of the strategies used to build a
digital ecosystem. Further discussion regarding the infrastructure and service layers
will be provided in the following chapters. The governance layer is relevant for
designing ecosystems, but is not the main driver and will therefore not be discussed
in this paper.

At the University of Vienna, the management started to create infrastructure for
special services and special archiving systems. The team started with Phaidra, the
long-term archiving system for generic data, where different bulks of heterogeneous
data can be stored. In this repository, all metadata and controlled vocabularies were
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administrated. Per definition, the long-term archive Phaidra provides a persistent
identifier for data which cannot be deleted.
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Fig. 4. Phaidra Ecosystem

According to certain requirements, some kind of data may be deleted after a
defined period of time. Therefore, and in addition, a second repository for midterm
archiving was established, where data can be deleted and, in the future, seamlessly
transferred to the long-term archive. Currently, an automatic deletion of data after a
specified time is not possible. Such a feature requires a better data management
plan tool in a machine-readable format a related policy.

As a service, we also provide a repository for testing data, so that users can
perform quality testing on data. This repository is the so called Sandbox, and it is
mainly a clone of the long-term archiving system. In total, we operate three
repositories for generic data with different purposes.

A further repository system, called Unidam, which was first created by two
faculties of our university has recently been fully integrated to the central data
management infrastructure. This gives repository users the possibility to get more
features for their data, particularly in the field of digital humanities.

It is based on the nationwide survey «Researchers and Their Data. Results of an
Austrian Survey» (2015), which was directed at practically all Austrian researchers
(36000 persons), we identified that nearly 25% of research projects use software
developed during the process (https://www.w3.0rg/2004/02/skos). Looking at the
software developed, and using what we know about well-established repositories for
this purpose, it was possible to implement a Github Enterprise repository for such
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research and to integrate it into our ecosystem. This enables data to be linked to a
software release, which could also be identified by a persistent identifier.

In the services layer, re-use is the greatest value. For this layer, we reengineered
the architecture of our Phaidra repository and integrated an APl to enable other
applications to dock on Phaidra. This change helped us to integrate an image server
for presenting large images over the web and a streaming service for audio and video
material, which is stored at the repository.

A further part of the service layer provides tools for managing data.
We implemented a terminology server for controlled vocabularies, based on the
SKOS (http://www.dcc.ac.uk/dmponline) standard. This gives our users the
possibility to choose controlled vocabularies on a wider range. A handle server
creates persistent identifiers throughout the entire digital ecosystem, allowing
consistent object referencing.

In the future, we plan to integrate a service for data management plans based on
the DMP Online Tool (https://www.rd-alliance.org) from DCC (Digital Curation Centre
based at the University of Edinburgh) and the recommendation from RDA (Research
Data Alliance) regarding actionable data management plans. These are data
management plans which are provided in both a human-readable and machine-
readable way. Machine-readable output can further be used in tools for data
stewardship. This allows more control over the data, its provenance and context, all
relevant for re-use.

Currently, software development takes place in the research community, which
poses a challenge regarding infrastructures and coordination. The question is, if
software developed by research projects constitute data part preservation, and if so,
how can software be maintained after a project ends? This challenge shows the need
for technical consulting for researchers from the beginning of a project.

Conclusions. Important steps for the digital ecosystem are not only to provide a
good working infrastructure, but to connect with the research community and
maintain links to other infrastructure projects. Therefore, it is essential to our
services to maintain the vyet existing links to projects such as OpenAlRE
(https://ec.europa.eu/digital-single-market) and Europeana (https://www.era-
learn.eu) and OAPEN. We are in regular contact with GEANT, and observe the
European Open Science Cloud and large Austrian infrastructure projects, such as the
Vienna Scientific Cluster.
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LIUGPOBA EKOCUCTEMA ANA 3BEPEXXEHHA AAHUX

MeTolo AOCAiAKEHHSA € OMNAL Ta aHani3 ULMPPOBUX eKoCUCTEM ANA 36eperKeHHA JaHNX

Y cTatTi 6yayTe PO3rNAHYTI NUTAHHA, NOB'A3aHi 3 06POBKOIO CKAALHUX OAHUX, TAKUX AK
OaHi fOCNiAXKeHb, MyNBTUMELINHUIA BMICT, BMICT €1eKTPOHHOIO HaBYaHHA Ta BUKOPUCTAHHSA
iHOpacTpyKTypu cxoBuw,. Y BigeHCcbKOMy YHIBEpCUTETI BXE CTBOPEHO eKocUcTemy
36eperkeHHn UMdPOBUX JaHMX Ta yNPaBAiHHA JaHUMU AOCNIAKEHDb, @ NOTiIM Byze po3wunpeHa
BigNOBiAHO A0 MalbyTHiIX NoTpeb Ta BUMOTr. B MalibyTHboMy. Lis *KmnBa undposa ekocuctema
€ OCHOBOI A/1A YNPaBAiHHA AaHWUMM JOCAigKeHb i byna peanisoBaHa 3 Camoro No4aTky sk
LueHTpasbHa ciy*kba BignosigHo go npuHumnis FAIR, siK Le 3a3HavyeHo B nepwomy 3BiTi HLEG-
EOSC [1]. 3a gmonomoroto gecatupiyHoro npodeciiHoro gocsigy 6yna cTBopeHa mogesnb
36eperkeHHs UMOPOBUX AaHUX ANA BUPILEHHA CKAALHOCTI pisHOPiIAHUX AaHux. Le 6yno
HeobxiAHO Yepe3 pi3Hi BMNAAKM BUKOPUCTAHHSA, MPU3HAYEHOrO ANA MiXKAUCUMNAIHAPHOT
KOMaHAW 3 ynpasfiHHA AaHMMKM Ha 6a3i Komn'toTepHoro ueHTpy Ta bibniotekun. Oxepenom
ONA BUNAAKIB BUKOPUCTAHHA € A0CNIAHULBKI NPOEKTK, iX Pi3Hi Nigxoan A0 AOCNIAKEHHA Ta iX
6aratorpaHHi BUMOrn Wwoao epeKTMBHOr0 NOBTOPHOIO BUKOPUCTAHHA AaHUX. BUKOPUCTaHHSA
Liel moaeni moxe po3rnAfaTMCA AK OCHOBA, Ha AKIM moxe ByTn nobynoBaHa ekocucTema
36eperkeHHs UMPpPoBUX AaHMX.

MeToaun pocnigKeHHA — Ue CTBOpPeHa Moaenb KepyBaHHA Phaidra Management, fAka
6a3yetbca Ha Pyramid Data Publication, Ta BUKopucTaHHA BapiaTUBHUX AaHUX.

HayKkoBa HOBM3HA NONAra€E y BUKOPUCTaHHI TPbOX Pi3HUX MoAenen KepyBaHHA AAaHHUMMU,
ana obpobku iHGPACTPYKTYpU pPenosnTopilo, WO € BaK/IMBOK BiAMNPaBHOK TOYKOW ANA
nepexoAy Bif NPOCTOi KOHUEMNLiT CXOBMLLA A0 KOHLENLi }XMBOT LMPPOBOT EKOCUCTEMM.

BucHOBKM. 3abe3sneyeHa poboya iHOPACTPyKTypa, pe3ynbTaTm  [OCAIOKEHHs
BMKOPUCTOBYIOTHCA B Pi3HMX iIHPPACTPYKTYPHUX NPOEKTAX.

Kntouosi cnosa: Bisyanisauia gaHux, iHppacTpykTypa peno3mnTopiis, umdposuii poboumnii
Npouec, KePyBaHHA JAHHUMW AOCAIAKEHD, KUTTEBUI LUK AAHUX.
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UNPPOBAA SIKOCUCTEMA XPAHEHNA AAHHbIX

Lienbto uccnepgoBaHua aBafeTca 0630p M aHanM3 UMOPOBLIX SKOCUCTEM ANA XPaHEHUA
OaAHHbIX.

B ctatbe 6yayT paccMOTpPeHbl BOMPOCHI, CBA3aHHble ¢ 06PabOTKON CAOMKHbIX AAHHbIX,
TAKMX KaK JaHHble UCCNeAoBaHWUMN, MYNbTUMEOMUUHbIA KOHTEHT, KOHTEHT 3/1eKTPOHHOro
0byYyeHna M UCNosib3oBaHUE WMHOPACTPYKTYP XpaHuauw,. B BeHCKOM yHMBepcuTeTe yiKe
Cco3faHa 3KocUCTeMa [A/1a XpaHeHUs LMOPOBbIX JAaHHbIX W YNPaBAEHUA [AHHbIMUI
uccnefoBaHuM U BNOCNEACTBUM OyneT yBenMyeHa B COOTBETCTBUMM € Byaylwimmu
notpebHocTAMK 1 TpeboBaHUAMK. B Byayliem. ITa KMBasa undpoBas sKocucTemMa ABNAETCA
OCHOBOW AN yNpaBAeHUA AaHHbIMW UCCaenoBaHuii M Bblna peanvsoBaHa ¢ CaMoro Havyana
KaK LeHTpanbHaa cnyxkba B cootBeTcTBMM € npuHumnamu FAIR, Kak yKasaHo B nepeBom
poknage HLEG-EOSC [1]. C nomolubto aecatuneTHero npodeccroHanbHoro onbita bbina
Cco3faHa MoAenb ANA  COXpaHeHWA UMOpPOBbIX JOaHHbLIX ANA  PELeHUA  CA0XKHOCTEN
reTeporeHHbIX AaHHbIX. 9TO H6bIN0 HEOBXOAMMO M3-3a PA3/IMYHBIX CNYYAEB MCNO/b30BaHMS,
Ha3HaYeHHbIX  MEXAWCLMNIANHAPHOW  rpynne ynpasJeHMA AaHHbIMM  Ha  OCHOBE
KOMMbIOTEPHOTO LEeHTPa M 6ubanoTekn. WCTOUHMKOM [ANA UCNONb30BaHWA ABAAIOTCA
nuccnefoBaTeNbCKMe  MPOEKTbl, WX PasnyHble MoAxo4bl K  UCCAeAOBaHUAM U KX
MHOrorpaHHble TpeboBaHMA B OTHOWEHUU 3PPEKTUBHOTO MNOBTOPHOIO WMCMNOJ/b30BAHUA
AaHHbIX. Mcnonb3oBaHMe 3TOM MOLENM MOMHO paccMaTpuBaTb KaK OCHOBY, Ha KOTOPOW
MOXKET BbITb NOCTPOEHA IKOCUCTEMA A/1A COXPaHEHMA LMPPOBbIX AAHHbIX.

MeTtopabl UccneaoBaHUA — 3TO CO34aHHas mogenb ynpasneHusa Phaidra Management,
OCHOBaHHanA Ha Pyramid Data Publication, n ncnonb3oBaHue BapMaTUBHbIX AaHHbIX.

HayyHas HOBM3HA 3aK/JOYaeTcA B WCMNO/Jb30BaHMM TPeX PasiudHbIX Moaenen
ynpaBieHna AaHHbIMK, Ana obpaboTkM MHOPACTPYKTYpbl PENnO3UTOpUA, 4YTO ABAAETCA
BA)KHOWM OTMNPABHOM TOYKOM ANA Nepexosa OT NPOCTOM KOHUENUUN XPAHUANLLA K KOHLLENL MK
YKMBOM UMPPOBOW IKOCUCTEMBI.

BbiBoabl. ObecneyeHa paboTatowan MHOPACTPYKTYpa, pPesynbTaTbl WUCCAeLOBaHUSA
MCMNONb3YIOTCA B PA3/INYHbIX MUHOPACTPYKTYPHbIX MPOEKTAX.

KnioueBble cnoBa: BM3yanusauma AaHHbIX, MHOPACTPYKTypa penosutopmes, LMdPOBOIA
pabounit npouecc, ynpaBneHne AaHHbIMU UCCNEA0BAHNN, KU3HEHHbI LMKA AAHHbIX.

96



